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Abstract: This study presents a database that can be used for boundary detection and image segmentation evaluation. Images in
our database are based on image pairs instead of single images, which is a remarkable difference from existing databases. This
characteristic will greatly facilitate the algorithms combining low-level cues such as brightness, colour and texture with depth
information generated from the image pairs to conduct boundary detection and image segmentation tasks. Besides, the
authors have put the presented database to use by comparing their proposed boundary detection method with the Berkeley
detector and Edison detector. Experimental results show that their method has a better performance.
1 Introduction

Boundary detection and image segmentation are two
fundamental problems in computer vision. In the past few
decades, many algorithms have been developed, a survey of
which can be found in [1–8]. Typically, researchers show
their results on a few images and claim that their results
look better than others. In fact, from such studies we cannot
affirm whether or not their results are better than others
indeed, and we also cannot exactly know whether or not the
examples they used are typical ones. To properly position
the states of the art of existing algorithms, several databases
[9–12] containing ground-truth segmentations emerged as
benchmarks for assessing the performance of different
algorithms. Among these, the Berkeley database [12]
presented by Martin et al. is the most widely influential one
in literature. However, the problems of both boundary
detection and image segmentation are hard to solve, and
there is still no general purpose solution approaching
human level competence according to the evaluation results
based on these databases.

In recent years, many sophisticated stereo vision algorithms
[13] make it possible to obtain much more accurate depth
information than ever before. At the same time, there is
evidence [14, 15] showing that depth information, along
with other low-level cues such as brightness, colour and
texture, can facilitate the process of boundary detection and
image segmentation. Then we believe that the techniques
combining depth information and other low-level cues to
detect boundaries and segment images will greatly improve
the results of state-of-the-art algorithms. For this purpose,
existing human segmented image databases seem a little
impotent to provide as benchmarks, because the images in
these databases have no depth information. Based on this
deficiency, this paper duly introduces a database consisting
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of image pairs to fill the gap. Images in our database are
selected from Middlebury database [16] and their depth
information can be obtained according to stereo vision
algorithms. For research based on this database, we can
combine the low level features of images with the depth
information and then evaluate their results by the ground-
truth segmentations. This characteristic is a great
improvement compared with existing databases.

The rest of this paper is organised as follows. In Section 2,
we describe in detail the construction of our human
segmented database. In Section 3, we put the database to
use by evaluating the boundary detection results of our
proposed algorithm. Finally, conclusion and discussion are
made in Section 4.

2 Human segmented image database

In this section, we will give a detailed explanation of the
considerations and procedures in the database construction.

2.1 Image selection

The first task in constructing the database is to select a set of
images. We choose all the images from Middlebury database
[16], which is a publicly available and widely accepted one in
stereo vision field. There are 38 groups of colour images in
together and each group consists of seven or nine well-
calibrated image sequence of a specific actual scene with
only horizontal displacement between the adjacent image
pair. For each group, only two images are supplied with
ground-truth depth maps in the Middlebury database. Based
on this platform, researches cannot only test the
performance of their stereo matching algorithms according
to the ground-truth information but also submit their results
to position their algorithms’ states of the art on Middlebury
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website [13]. We select the two images with ground-truth
depth maps from each group to be segmented by human.
So, there are altogether 38 pairs of images in our database.

2.2 Segmentation tool

In order to easily collect segmentations from a wide range of
people, we have developed a toolkit that can be used to divide
an image into segments. The software has basic tools to zoom
in/out an image. It can also draw smoothly on the image to
label different segments with a three-pixel wide pen and
check whether the boundary of each segment is closed.
After segmentation, the black–white binary boundary map
is saved as bmp format.

2.3 Human segmentation procedure

To segment the images, instructions are made for subjects
participating in the process: ‘Divide each image into closed
segments. It is important that all the segments have
approximately equal importance. The number of segments
in each image is up to you and there is no time limit for
your segmentation process.

The initial subject group is 50 graduate students major in
computer vision. All of them are first provided with several
example segmentations of simple, unambiguous images as a
visual description of the task. We make sure that each
image has 6–10 segmentations and each participant does
not segment one image twice. Fig. 1 shows three most used
images (Venus, Teddy, Cones) and six of their ground-truth
segmentations in our database.

3 Boundary detection application

Boundary detection is different from what is classically
referred to as edge detection. An edge is most often defined
as an abrupt change in some low-level image features such
as brightness, colour and texture, while a boundary is a
contour in the image indicating a change in pixel ownership
from one object or surface to another. Much work relating
to boundary detection has been done in recent years [17–
21] and among these, the Berkeley boundary detector [3] is
the most remarkable one. Based on these accomplishments,
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it is agreed that finding the boundaries of objects and
surfaces in a scene is a problem of fundamental importance
in computer vision [21] for their applications are extensive.
For example, a large body of work on object recognition
[22–24] and image segmentation [25–27] relies on
boundary detection results. Even in cases where simple
low-level features are sufficient for these tasks, it is still
desirable to incorporate boundary detection results in order
to provide precise object information. However, most of the
current work is based on single view image information.
One reason we think may be the lack of such a database
combing depth maps and low-level information.

In this section, some preliminary results of boundary
detection are demonstrated. The depth information is fused
into our method to generate a boundary map of
probabilistic and binary type, and the obtained results are
compared with Berkeley detector’s [3] and Edison
detector’s [28], all of which are based on the presented
database.

3.1 Boundary detection method

Berkeley boundary detector, assumed to be the most
influential and effective one, combines brightness, colour
and texture cues to provide a probabilistic boundary map,
where for each pixel in the image a probability for being a
contour is computed. However, its results are not satisfying
in several respects, which will be discussed later. Our
method combines Berkeley results with traditional
segmentation results and depth information generated by the
latest stereo vision algorithm. There are mainly four steps:

1. Unification of Berkeley boundary. The Berkeley boundary
suffers from a great shortcoming that the pixels of the same
importance do not have the identical probability. Figs. 2a–c
illustrate the problem. In the boundary map, the probability
of each pixel being a boundary is scaled from 0–1 to
0–255. The whiter the pixel appears, the more confident it
is a boundary. As is evident from the result, boundaries of
the same object or surface do not have the same probability.
Based on this deficiency, we employ image segmentation
results to improve the Berkeley results. One state-of-the-art
Fig. 1 Samples of three images (Venus, Teddy and Cones) from our segmentation database

Left image on each row is the original one and the other ones in the same row are six human segmented boundaries
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Fig. 2 Unification illustration of Cones, Teddy and Venus images

a–c are the original Berkeley boundary
d– f are their corresponding improved results after unification
segmentation algorithm, mean-shift [29], is used to segment
the image. Then the segmentation result is taken as a
reference to unify the boundary. Our principle is: If the
pixels of the Berkeley boundary lie on the same edge of the
segment obtained by mean-shift algorithm, their
probabilities should be unified by the largest one among
them. The segmentation and unification are conducted twice
under two sets of parameters, smaller ones and bigger ones.
We have tried different parameter combinations to examine
its effect on the final results. According to our experimental
results, hs ¼ 7, hr ¼ 6.5, M ¼ 20 and hs ¼ 9, hr ¼ 8.5,
M ¼ 100 are the appropriate choice (The meanings of the
parameters are explained later.). After that, we expand the
one-pixel wide Berkeley boundary to three-pixel in order to
evaluate it from our database, whose ground-truth boundary
is also three-pixel wide. Figs. 2d– f show the corresponding
results after unification. We can see clearly that our method
improves the Berkeley result a lot. In order to quantitatively
justify our conclusion, we threshold the Berkeley boundary
and the unified boundary at different levels to compare their
corresponding binary map with the ground-truth one.
Statistics show that an average of 15% more boundary
pixels can be obtained for each image after unification.
2. Probabilistic boundary from segmentation. We will obtain
a probabilistic boundary from segmentation results in this
step. First, we segment the image by different mean-shift
parameter combinations. There are three parameters for the
user to specify. The first one hs, and second hr, are,
respectively, the radius of the spatial dimensions and colour
dimensions for gradient estimation. The third one, M
(minimum region), controls the number of regions in the
segmented image. We determine the plausible meaningful
range of each parameter by consulting the original paper
and doing a preliminary experiment, through which we can
obtain a general idea of the parameters’ effects on the
algorithm’s results. We make sure each parameter samples
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the entire reasonable parameter space. Our preliminary
experiment on dozens of images indicates that the
reasonable maximum of the three parameters are,
respectively, about 49, 30.5 and 5000. Therefore we specify
7 × 7 × 9 combinations of mean-shift parameters, where
hs [ {7, 14, 21, 28, 35, 42, 49}, hr [ {6.5, 10.5, 14.5, 18.5,
22.5, 26.5, 30.5} and M [ {50, 150, 300, 600, 800, 1000,
2000, 3000, 5000}. After segmenting the image under these
different parameters, we compute each image pixel’s
occurrence rate of being a segmented boundary and refer to
it as the desired boundary probability. The detected
boundary is three-pixel wide and Fig. 3 is an illustration of
boundary map from segmentation.
3. Depth boundary. Depth boundary will be integrated into our
boundary detection scheme. This is a remarkable difference
from other algorithms since we can obtain the depth
information by using the image pair in our database and the
appropriate stereo matching algorithm ranked on Middlebury
website. In this work, one state-of-the-art stereo matching
algorithm, which is based on cooperative optimisation [30]
and is among the highest ranked algorithm [13] according to
the evaluation results based on the known ground-truth depth
maps, is employed. The acquired depth map is then input to
Canny edge detector to obtain a binary boundary map. There
are three main parameters in the Canny algorithm [31], the
high threshold, the low threshold and the standard deviation
for Gaussian filter. The high threshold is set as the value of
the specific pixel’s derivative that 70% pixels’ derivative in
the image are smaller than it. The low threshold is set as the
0.4∗high threshold. The standard deviation of Gaussian filter
is set as 1. Finally, the boundary is expanded to three-pixel
wide. Figs. 4a–c show examples of depth map generated by
[30] and Figs. 4d– f its corresponding boundary results
generated by Canny detector.
4. Cue Combination. The above three cues are combined
together to generate two kinds of three-pixel wide boundary
IET Image Process., 2012, Vol. 6, Iss. 3, pp. 222–229
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Fig. 3 Probabilistic boundary obtained from segmentation results

a–c are, respectively, the results of Cones, Teddy and Venus

Fig. 4 Depth map and its corresponding boundary results

a–c are the depth map of Cones, Teddy and Venus
d– f are their corresponding boundaries obtained by Canny detector
in this step. One is of the same type with Berkeley boundary,
which is probabilistic. The other is binary.

For the probabilistic type, the unified Berkeley boundary
and segmented probabilistic boundary are averaged first.
Then the obtained results are tuned according to the depth
boundary. Our process is based on the assumption: Most of
the time, depth boundary is the most important one in an
image. If the averaged probabilistic boundary coincides
with the depth boundary, it should be strengthened;
otherwise, it should be weakened. Two regulatory factors
are needed to strength or weaken the boundary. According
to our experimental results, 1.2 and 0.8 are two appropriate
choices. Figs. 5d– f show our probabilistic results.
Compared with the Berkeley boundary in Figs. 5a–c, it is
obvious that our detected boundaries are more hierarchical
and the boundaries of the same objects or surfaces are more
likely the same.

As for the binary type, we detect the boundary by pattern
classification approach. Since every pixel in the image is
IET Image Process., 2012, Vol. 6, Iss. 3, pp. 222–229
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either a boundary pixel or not, this is identically a two-
category classification problem. To solve it, we employ our
previously proposed piecewise linear classifier [32], which
is an improvement for the minimax criterion and an
approximation to the theoretical optimum Bayes classifier.
The presented classifier consists of three different forms
according to the prior intervals. That means the priors are
divided into three intervals. When the future estimated prior
falls into a particular interval, the specific classifier
corresponding to the interval is employed. The decision rule
for the proposed classifier is

if
p(x|v1)

p(x|v2)
.

[1 − Po(v1)](l21 − l22)

Po(v1)(l12 − l11)
, then x [ v1;

otherwise x [ v2

where v1 and v2 denote the corresponding two categories
(boundary and non-boundary), Po(v1) the prior probability
of the specific interval where the estimated prior lies,
225
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Fig. 5 Cue combination illustration and comparison with Berkeley and Edison results

a–c are the original Berkeley boundary of Cones, Teddy and Venus
d– f are the results of our probabilistic type
g– i are the results of our binary type
j– l are the results of Edison detector
p(x|vi) the class-conditional probability density function for x
conditioned on vi and lij be the loss incurred for deciding vj

when the true state of nature is vi(i, j ¼ 1, 2).
In the decision process, the pixel’s probability value

obtained from the cue combination is treated as feature
vector x and the estimated prior. For the class-conditional
probability density function and loss function, the mostly
used Gaussian density and zero-one loss function are
employed. The Gaussian parameters are determined by
maximum likelihood estimation [32]. The prior interval is
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divided into [0, 1/3],(1/3, 2/3) and [2/3, 1]. Figs. 5g– i are
the final results.

3.2 Comparison of experimental results

We compare our method with existing methods in this
section. Since the detected boundary is of probabilistic and
binary type, we present the comparison results, respectively.

For the probabilistic type, boundaries are depicted with a
probability of 0–1. To evaluate its hierarchy, thresholds
IET Image Process., 2012, Vol. 6, Iss. 3, pp. 222–229
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Fig. 6 First two rows list Cones binary maps from the probabilistic boundary, where the Berkeley results lie on top and our results bottom

For each row from left to right, the thresholds are, respectively, set to 0.3, 0.5, 0.7 and 0.9. The second two rows and the third two are, respectively, Teddy and
Venus images
from low to high are set to generate different binary
boundaries at different levels. The higher the threshold is,
the more evident boundaries emerge. Unfortunately, the
IET Image Process., 2012, Vol. 6, Iss. 3, pp. 222–229
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Berkeley boundaries are not satisfying in a hierarchical
way. If we set a higher threshold, some desirable
boundaries may disappear. Otherwise, if we set a lower
227
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Fig. 7 Performance of P–R curves for the proposed method

a–c are, respectively, precision-recall curves of Cones, Teddy and Venus images
d is the curves averaged on all the images of our database
one, many unwanted boundaries may emerge. Fig. 6 shows an
example of three images. The first two rows list Cones binary
boundary maps, where the Berkeley results lie on top and our
results bottom. For each row from left to right, the thresholds
are, respectively, set to 0.3, 0.5, 0.7 and 0.9. The second two
rows and the third are, respectively, Teddy and Venus images.
We can see from Fig. 6 that our results outperform the
Berkeley results in a more hierarchy manner.

For the binary type, we compare the results with Edison
detector. Figs. 5g– i are our binary results and Figs. 5j– l
are the Edison results. We can see clearly that Edison
detector generate more details than our results. However,
these details are not needed in our boundary detection
process.

In order to quantitatively evaluate our method, we employ
the precision–recall curve, which is a standard evaluation
technique in the information retrieval community and has
been used for evaluating edge detectors [33, 34]. Precision
is the fraction of detections that are true positives rather
than false positives, while recall is the fraction of true
positives that are detected rather than missed. Based on our
ground-truth database, we compute the two indexes in a
way similar to [3]. We process all the images in our
database to compare our results with the Berkeley’s and
Edison’s. Figs. 7a–c show the results of three images
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Cones, Teddy and Venus. Fig. 7d is the results averaged on
all the images in our database. Since our binary results and
Edison results are definitely binary, their P–R curves
decrease to a point. Fig. 6 tells us that our method can
detect much more accurate boundaries than the Berkeley
detector and Edison detector.

However, the processing speed of the presented method is
much slower than the other two detectors. On the computer
with Intel Pentium processor 1.6 GHz, 512MB Memory, the
Berkeley detector will cost an average of 3 s, the Edison
0.3 s but the present method 5 s.

4 Conclusion

In this paper, we present a database of images segmented by
human subjects along with an application for boundary
detection. The images in our database are based on image
pairs. This will greatly facilitate the algorithms combining
depth information and other low-level cues to detect
boundaries or segment images. Besides, we put the database
to use by proposing a method for detecting boundaries and
compare our results with the Berkeley and Edison detectors.
Experiments show our method outperforms the two detectors
but for the limited paper length, only a few figural results are
demonstrated. Other results that do not appear in this paper
IET Image Process., 2012, Vol. 6, Iss. 3, pp. 222–229
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conform to the conclusion. Our future work is to make the
database available on the website and to employ it to
develop a segmentation algorithm.
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