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ABSTRACT

Crowd counting has a wide range of applications such as video surveillance and public safety. Many existing methods only focus on improving the accuracy of counting but ignore the importance of density maps. It’s no doubt that a high-quality density map contains more information such as localization and movement of the crowd. In this paper, we propose a multi-supervised parallel network (MSPNet) to achieve high accuracy of crowd counting and generate high-quality density maps. We conduct multiple supervisions in the training process, which can supplement the details lost in pooling and up-sampling operations to improve the quality of density maps. In addition, to reduce the impact of background noise, the attention mechanism is employed to help the network focus on the crowd. Extensive experiments on two mainstream benchmarks show that MSPNet achieves significantly improvement over the state-of-the-art in terms of counting accuracy and the quality of density maps.
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1. INTRODUCTION

With the rapid growth of the global population, crowd counting has received more and more attention because of its wide applications such as video surveillance, traffic control and public safety. But crowd counting is still a challenging problem due to scale variation, occlusions, background noise and so on. According to [1][2], the traditional approaches of crowd counting can be divided into detection-based methods and regression-based methods. Detection-based methods usually use sliding windows to detect the individuals in images [3][4]. But these methods are computationally expensive and hardly work when pedestrians are heavily occluded or densely spread. Regression-based methods focus on learning a mapping between features to counts [5][6], which are more robust in high-density crowd scenes, but hand-crafted representations make the results far from optimal.

In recent years, with the rapid development of deep learning, many CNN-based methods have achieved great improvement over the traditional methods [7][8][9][10]. However, few of them focus on improving the quality of density maps. In fact, density maps can improve the accuracy of crowd counting and are more useful in practice because they can show the localization and movement of the crowd intuitively. There are two challenging problems in generating high-quality density maps: 1) the details of feature maps are easily lost in pooling and up-sampling operations; 2) background noise such as trees, stone and buildings are often recognized falsely in the density maps, as shown in Fig 1.

To solve the problems mentioned above, we propose an end-to-end CNN-based method called multi-supervised parallel network (MSPNet). On one hand, we conduct multiple supervisions in training process with groundtruth maps of different sizes, which supplement the details lost in pooling and up-sampling operations. They also provide features in different scales, which make the network have a better robustness to the scale variation. On the other hand, to reduce the influence of background noise, attention mechanism is employed in our network to separate the crowd from the background.

The main contributions made in this paper is summarized as follows:

• We use groundtruth of different sizes to conduct multiple supervisions, which improve the quality of proposed density maps;

• We use attention mechanism to make the network focus on pedestrians, which help the network handle the diverse crowd distribution and the complex background;

• We achieve the best performance on two commonly-used benchmark datasets and significantly improvement over several recent state-of-the-art approaches.

2. RELATED WORK

Many CNN-based crowd counting methods have been proposed in recent years [12][13][14][15]. Though almost all of them obtained crowd counting by generating density maps, only few can generate high-quality density maps. Zhang et

al.[9] proposed a multi-column architecture to extract features in different scales and fuse the features to generate density maps. But the resolutions of them were only 1/8 of the original images. The same problem also existed in Switch-CNN[16], Hydra-CNN[17] and DecideNet[7]. Though CP-CNN[8] combined the global and the local context to make the density maps contain more details, the network structure was cumbersome and the features extracted by different branches were similar. CSRNet[11] used dilated convolutional layers instead of pooling layers to maintain the spatial information in feature maps and achieved state-of-the-art performance. But the results were easily effected by background noisy.

Compared with the above approaches, we conduct multiple supervisions in our network to increase the resolutions of density maps without losing details, and employ attention mechanism to reduce the influence of background noise. The two methods achieve significant improvement on the quality of generated density maps.

3. PROPOSED METHOD

In this section, the proposed MSPNet is introduced. First, the overall architecture of the network is proposed in Section 3.1. Then, Section 3.2 shows how to generate the groundtruth. Finally, Section 3.3 gives the loss function.

3.1. Network Architecture

As discussed in Section 2, though many methods have been proposed to improve the accuracy of crowd counting, the density maps generated by them are usually low-resolution and susceptible to background noise. To solve these problems, we employ multiple supervisions and attention mechanism in our network. Fig 2 illustrates the architecture of our MSPNet, which is comprised of four parts, i.e. a shared feature extractor, a density map estimator (DME), an attention map estimator (AME) and some supervision modules. Same as most CNN-based methods in crowd counting[18][11], we adopt the first ten convolutional layers of VGG-16 model[19] pre-trained from the ImageNet[20] as the feature extractor because they have strong learning ability. DME and AME are two branches with the same structure. DME generates density maps of original resolution and AME aims to produce attention maps, which help the network emphasize head regions to tackle background noise. For simplicity, we take the DME as an example to introduce the structure. The DME contains three similar modules called map generator (MG), which increase the resolutions of feature maps gradually. The design of the module is shown in Fig 3. The module consists of two convolutional layers and one deconvolutional layer and the kernel sizes in convolutional layers are all 3\times3. In order to enlarge the receptive field, we employ dilated convolutional layers instead of traditional convolitional layers in Module II and III. The deconvolutional layers are used to up-sampling the feature maps instead of interpolation. The output feature maps are fused by a 1\times1 convolutional layer to generate the density maps.

Some supervision modules are employed to conduct multiple supervisions in the network. The density maps and the attention maps that generated respectively by MGs in DME and AME are input to this module. The attention map compares to the attention map groundtruth and produces the first training loss. Then a pixel-wise multiplication is conducted to fuse the two maps and generates the final density map. The second training loss is produced by the comparison between the final density map and density map groundtruth. Because the supervisions are conducted following up-sampling operations, the lost details will be supplemented in time without affecting subsequent estimations. In addition, the groundtruth used in supervisions have different sizes, which make the network learn features in various scales. The density map generated by the last supervision module is the final output of our network, which has original resolution and has been processed by the attention mechanism. The total number of crowd is obtained by integrating the density map.
50 datasets\[22\], the 50 dataset\[22\] is another challenging dataset to evaluate. We set the output of the network with parameters. $N$ is the number of samples in batch. $E$ is the people counting estimated and $n_{GT}$ is the true number.

The entire network is trained using the following defined loss:

$$ L_{\text{final}} = \alpha L_n + \sum_{i=1}^{M} \frac{1}{2^{M-i}} \left( L_d^i + \beta L_a^i \right) $$ (6)

We use a size-dependent method to set the weights of losses in different supervision modules. $M$ is the total number of supervision modules and $i$ represents the $i$th supervision module. The weight of a supervision module is half of the next module, and the maximum weight is 1. $\alpha$ and $\beta$ are weighting weight that are set to 0.01 and 0.0001 in our experiments.

### 4. EXPERIMENTAL RESULTS

In this section, we conduct the experiments on the ShanghaiTech dataset\[9\] and the UCF_CC_50 dataset\[22\] to evaluate the accuracy and the quality of density maps generated by our MSPNet. The ShanghaiTech dataset\[9\] is a large-scale crowd counting dataset, which contains 1198 annotated images with 330,165 pedestrians. This dataset is divided into Part A and Part B. Part A contains 482 images and has high density. Part B contains 716 images and has relatively sparse density. The UCF_CC_50 dataset\[22\] is another challenging dataset which has extremely dense crowd density. It contains 50 images with an average of 1280 individuals per image. We employ mean absolute error(MAE) and mean squared error(MSE) for evaluating the accuracy of density maps, while PSNR and SSIM\[23\] are used to evaluate the quality of density maps.

#### 4.1. Performance and Comparison

We compare our MSPNet with other methods, including MCNN\[9\], CP-CNN\[8\], Switching-CNN\[16\], CMTL\[24\], CSRNet\[11\] and so on. The results are shown in table 1. Compared with other methods, MSPNet achieves better performance than the state-of-the-art method on both ShanghaiTech dataset\[9\] and UCF_CC_50 dataset\[22\]. The result of MSPNet is MAE of 59.8(8.5-point improvement) and MSE of 98.2(16.8-point improvement) on ShanghaiTech Part A dataset[9]. On Part B\[9\], MSPNet also achieves best results: MAE of 7.6(3.0-point improvement) and MSE of 14.1(1.9-point improvement). On the UCF_CC_50 dataset\[22\], the proposed MSPNet achieves a 59.4-point improvement in MAE and a 98.2-point improvement in MSE over the state-of-the-art(CSRNet\[11\]). Moreover, we compare the quality of density maps estimated by MSPNet, Switching-CNN\[16\], CP-CNN\[8\] and CSRNet\[11\], which also focus on generating high-quality density maps. Table 2 shows the results on ShanghaiTech Part A dataset\[9\]. It clearly indicates that

![Fig. 3. The design of MG modules in DME and AME. Dilated convolutional layers are used instead of traditional convolutional layers in model II and III](image)

3.2. Groundtruth Generation

In this paper, we use two kinds of groundtruth. The density map groundtruth is generated according to \[21\]. The formula is defined as:

$$ G_{GT} (x) = \sum_{i=1}^{N} \delta (x - x_i) \times G_\sigma (x) $$ (1)

where $\delta (x - x_i)$ is groundtruth and $G_\sigma$ is the Gaussian kernel whose standard deviation is $\sigma$. For ShanghaiTech Part A\[9\] and UCF_CC_50\[22\], we set the $\sigma$ of Gaussian kernel to 5. For ShanghaiTech Part B\[9\], which is sparser, $\sigma$ is set to 15. The attention map groundtruth can be obtained directly based on the density map groundtruth. The formula is defined as:

$$ A_{GT} (x_i) = \begin{cases} 1 & G_{GT} (x_i) > th \\ 0 & G_{GT} (x_i) \leq th \end{cases} $$ (2)

where $th$ is the threshold set as 0.001. $G_{GT} (x_i)$ is the value of $i$th pixel in groundtruth. A binary attention map groundtruth is generated through the formula above. In addition, to match the different sizes of maps in our network, we resize the groundtruth to 1/4 and 1/2 of its original size.

3.3. Objective Function

As mentioned in section 3.1, the supervision modules produce two training losses, which are MSE loss and cross entropy loss. Besides density map estimation, we employ a L1 loss to improve the accuracy of the total number of people estimated. The formulas of the three kinds of loss function is defined as:

$$ L_d = \frac{1}{N} \sum_{i=1}^{N} \left\| O (X_i, \Theta) - G_{GT}^i \right\|^2 $$ (3)

$$ L_a = -\frac{1}{N} \sum_{i=1}^{N} \left( A_{GT}^i \log (P_i) + (1 - A_{GT}^i) \log (1 - P_i) \right) $$ (4)

$$ L_n = \frac{1}{N} \sum_{i=1}^{N} \left| E - n_{GT}^i \right| $$ (5)

where $N$ is the number of samples in batch. $O (X_i, \Theta)$ is the output of the network with parameters. $P_i$ is the predicted value of $i$th pixel in attention maps.
MSPNet achieves a significant improvement over the existing methods in both accuracy and quality of density maps. A visual result is shown in Fig. 4.

### 4.2. Ablation Study

In order to demonstrate the effectiveness of multiple supervision and attention mechanism, we conduct two sets of ablation experiments on ShanghaiTech Part A [9]. We compare the performance of networks with different numbers of supervisions. The results are shown in Fig. 5. We can observe that the performance is not positively correlated with the number of supervisions. The network achieves a better result when the number is three. Attention mechanism can help network focus on the crowd, which improves the performance intuitively. It’s easy to observe that the network with attention mechanism achieves better performance in both MAE and MSE.

### 5. CONCLUSION

To generate high-quality density maps, a novel end-to-end architecture called multi-supervised parallel network (MSPNet) has been proposed in this paper. We conduct multiple supervisions in the process of increasing the resolutions of density maps, which supplement the details lost in pooling and upsampling operations. In addition, attention mechanism is employed to reduce the influence of background noise. Extensive experiments indicate that the proposed MSPNet achieves state-of-the-art performance in two mainstream datasets and significant improvement of the quality of density maps over several recent state-of-the-art approaches.
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