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ABSTRACT
This paper proposes a novel metric-based deep learning method to solve the few-shot learning problem. It models the relation between images as high dimensional vector, and trains a network module to judge, when given two relational features, which one indicates a stronger connection between the image objects. By training such a network module, we introduce a comparative mechanism into the metric space, i.e., the similarity score of any two images is computed after seeing other images in the same task. Further more, we propose to incorporate a batch classification loss into episodic training to mitigate the hard training problem that occurs when embedding network is going deeper. Experiments demonstrate that the proposed network can achieve promising performance.

Index Terms— Few-shot learning, deep learning, metric learning

1. INTRODUCTION
It is always a meaningful and interesting problem that how can machine learning systems obtain human’s remarkable ability of learning novel visual concepts with only few examples seen. Generally, the above problem is modeled as few-shot learning in computer vision, in which a learning system is asked to perform \( N \)-way classification over query images with \( K \) (\( K \) is usually less than 10) support images seen in each category. One philosophy to tackle few-shot learning problem is metric-learning [1, 2, 3, 4, 5]. It aims to find a metric space in which instances’ projection have large inter- and small intra-class margin. Prior works in this type usually use convolutional neural network (CNN) [6, 7] to extract visional feature, and design different distant metric to guide the network in searching for the perfect metric space.

However, a perfect metric space is always hard to be found, because relation between images is multi-dimensional and hard to be quantified. For example, in Fig. 1, one can observe that the query image is more similar to image 1 in color and orientation, while to image 2 in shape and texture. That indicates images belong to different categories may also share strong similarity. So why can human make correct prediction towards this task so easily? Our assumption is that human are not only expert in capturing and organizing the visional characteristics of the images, but also good at modeling their relation and distinguishing which type of relation is more significant. In this example, images’ similarity in shape and texture is considered to be more important according to most of our knowledge, and this leads to the conclusion that the query instance is more likely to be a ginkgo leaf rather than a maple leaf.

Motivated by the above observation, this paper proposes a Meta-Relation Network (MRN) to solve the few-shot learning problem. The contributions are listed as follows.

- We model the relation between images as high dimensional feature (named as relational feature), and design a network architecture to evaluate the meta-relation (or relation of relational feature) among images, i.e., to decide which one indicates a stronger similarity when two relational features are given. In this way, we avoid the difficulty in quantifying the similarity between images as mentioned above.

- We propose to incorporate batch classification loss into episodic training [8] to mitigate the hard training problem [9, 10] which usually occurs when feature extraction network is going deeper.

2. RELATED WORK
The existing methods in the literature of few-shot learning can be roughly categorized into optimization-based, memory-
based and metric learning-based approaches.

Optimization-based approaches [11, 12] perform parameter adaption for a meta-learned network model towards the novel task. The main problems they are facing are, how to ensure the adaption is fast enough, and will not lead to overfitting in novel task or forgetting of previous knowledge. MAML [13] is proposed with the core idea to accelerate the adaption of parameters. It trains the network in a way that the network can quickly make adaption to the simulated task sampled from training set, so that the trained network can potentially make faster adaption on novel task.

Memory-based methods [14] stores the past knowledge in specific form, e.g., cell state of RNN-based architecture or images’ representation in external memory. They try to build the connection between novel task images and these historic information so as to guide the network to make better decision. For example, SNAIL [15] process the task images in a sequential manner. It accesses the past knowledge by performing temporal convolution over a pre-defined length of previous images’ representation.

Metric learning-based approaches [16] accomplish few-shot learning by measure the similarity between task images. Specifically, they aim to find the most similar images to the query image in support set by learning a metric space where images belong to the same class are close to each other. Matching Network [8] firstly applies the cosine distance to images belong to the same class are close to each other. query image in support set by learning a metric space where the similarity between task images. Specifically, they aim to find the most similar images to the query image in support set by learning a metric space where images belong to the same class are close to each other. Matching Network [8] firstly applies the cosine distance to images belong to the same class are close to each other. query image in support set by learning a metric space where the similarity between task images.

3. METHODOLOGY

3.1. Problem Formulation

In few-shot classification, we are first given two dataset $\mathcal{D}_{\text{train}} = \{(\mathbf{x}_i, y_i) \mid y_i \in \mathcal{Y}_{\text{train}}\}_{i=1}^{M_{\text{train}}}$ and $\mathcal{D}_{\text{test}} = \{(\mathbf{x}_i, y_i) \mid y_i \in \mathcal{Y}_{\text{test}}\}_{i=1}^{M_{\text{test}}}$, where $\mathcal{Y}_{\text{train}}$ and $\mathcal{Y}_{\text{test}}$ are training and testing label sets disjoint with each other. $M_{\text{train}}$ and $M_{\text{test}}$ are dataset sizes. $\mathbf{x}_i$ denotes an image in dataset and $y_i$ is its label. We are then supposed to train a learning system using $\mathcal{D}_{\text{train}}$ and optimize its performance on task set $\mathcal{T} = \{\tau_i\}$ generated from $\mathcal{D}_{\text{test}}$. Here a single task $\tau \in \mathcal{T}$ consists of a support set $\mathcal{S}$ and a query set $\mathcal{Q}$: $\tau = (\mathcal{S}, \mathcal{Q})$. For $N$-way $K$-shot learning, $\mathcal{S} = \{\{\mathbf{x}_{i,j}\}_{j=1}^{K}\}_{i=1}^{N}$ consists of $N$ categories of images sampled from $\mathcal{D}_{\text{test}}$. Each category contains $K$ samples. $\mathcal{Q} = \{\mathbf{x}_{i,j}\}_{j=1}^{q}$ has $q$ images sampled from $\mathcal{D}_{\text{test}}$, and they share the same label space with $\mathcal{S}$. In convenience, we only consider the case that $q = 1$ (so we can refer $\mathbf{x}$ to the query image in the following sections). In this case, there will be $K$ images in $\mathcal{S}$ that have the same label with $\mathbf{x}$. They consist a interest set $\mathcal{I} = \{\mathbf{x}_{i,j}\}_{j=1}^{K} \in \mathcal{S}$, where $i$ indexes the label of $\mathbf{x}$ out of $N$ different categories.

When referring to how to train a learning system using $\mathcal{D}_{\text{train}}$, [8] proposes a episodic training strategy and argues that training procedure should match the inference at test time. We follow this strategy and hence the data input to the network will always be in task form, i.e., containing a support set $\mathcal{S}$ and a query set $\mathcal{Q}$.

3.2. Network Workflow

The overall architecture of the proposed MRN is shown in Fig. 2. MRN is composed of three modules named encoding, relation and meta-relation module.

Encoding module $f_{en}$ is a general CNN-based feature encoder. When receiving an input task $\tau$, it maps the images in $\mathcal{S}$ and $\mathcal{Q}$ into feature embeddings.

The design of relation module is inspired by [17]. It first concatenates each of the $NK$ support image embeddings with the query image embedding individually, and then maps the concatenated features into lower dimensional vectors through a stack of fully connected (FC) layers $f_{rc}$. These vectors, each corresponds to a support image, are named as relational features as they represent the relation between each of the support images and the query image. We denote them as $\mathbf{R} = \{\{r_{i,j}\}_{j=1}^{K}\}_{i=1}^{N}$. The only difference between our relation module and the structure in [17] is that, we calculate a relational feature for each support image, but [17] first averages support image embeddings that belong to the same category and hence produce only $N$ relational features eventually.

Meta-relation module is built to measure the relation between relational features, i.e., to judge which one is more decisive w.r.t. the classification task when given two relational features. Specifically, relational features for the same class are first averaged to reduce the data size. As a result, we obtain $N$ averaged relational features $\{\mathbf{R}_i\}_{i=1}^{N}$. Then, elements in $\{\mathbf{R}_i\}_{i=1}^{N}$ are concatenated pair-wisely to generate $N^2$ pairs of combined features. Each of them is feeded to another stack of FC layers (denoted by $f_{me}$) to produce a meta-relation score. After this operation we can get a probabilistic matrix $\mathbf{M} \in \mathbb{R}^{N \times N}$ with $N^2$ scores. Note that each element $m_{i,j}$ in $\mathbf{M}$ represents the relation between $\mathbf{R}_i$ and $\mathbf{R}_j$, i.e., the probability that $\mathbf{R}_i$ reflects a stronger connection than $\mathbf{R}_j$. Finally, by calculating the sum of each row of $\mathbf{M}$, we can achieve a classification score $c \in \mathbb{R}^N$ to predict the category of the query image.

3.3. Loss Definition

This subsection will describe the loss functions used to train MRN. There are four losses in total.

Batch classification loss $L_{ba}$. The purpose to apply this loss is to mitigate the hard training problem mentioned in section 1. For each task $\tau = (\mathcal{S}, \mathcal{Q}) \in \mathcal{T}$ where $\mathbf{x} \in \mathcal{Q}$ is the query image, the batch classification loss is calculated by:

$$L_{ba} = \sum_{\tau \in \mathcal{T}} \mathcal{L}_{ce}(f^{(1)}_{en}(\mathbf{x}), \tilde{y}).$$ (1)
Here $L_{ce}(\cdot)$ is the commonly used cross-entropy loss function, $\hat{y}$ is the label of $x$, and $f_i^{(2)}$ is a fully connected layer which maps the feature embeddings extracted by $f_en$ to a $|Y|_{train}$-dimensional classification score ($|\cdot|$ is the cardinality of a set).

Relation loss $L_{re}$. $L_{re}$ is applied to guide the relation module to better metric the relation between visual features. When averaged relational features $\{r_i\}_{i=1}^{N}$ are received from relation module, they are mapped into a classification scores $z \in \mathbb{R}^N$ through a stack of FC layer $f_i^{(2)}$: $z = [f_1^{(2)}(r_1), f_2^{(2)}(r_2), ..., f_N^{(2)}(r_N)]$. Then $L_{re}$ can be calculated as:

$$L_{re} = \sum_{\tau \in T} L_{ce}(z, \tilde{i}),$$  \hspace{1cm} (2)

Meta-relation loss $L_{me}$. $L_{me}$ supervises the meta-relation module in judging the relationship of two relational features. The core idea is that for images in interest set $I$, their corresponding relational features should dominate the others. More formally, elements in row $\tilde{i}$ of $M$ should have higher values while elements in col $\tilde{i}$ should have lower values. In consideration of this, $L_{me}$ is defined as:

$$L_{me} = \sum_{\tau \in T} \sum_{j=1}^{n} \|m_{i,j} - \epsilon_{high}\|_2 + \sum_{j=1}^{n} \|m_{j,\tilde{i}} - \epsilon_{low}\|_2.$$  \hspace{1cm} (3)

Here $\epsilon_{high}$ and $\epsilon_{low}$ are a pair of relatively “high” and “low” values. They are set to 0.8 and 0.2 empirically.

Antisymmetry Loss $L_{an}$. Another consideration is that $M$ should be antisymmetric in probability sense. When given two relational features $r_i$ and $r_j$, if $r_i$ indicates a stronger relation than $r_j$ with possibility $m_{i,j}$, $r_j$ should be stronger than $r_i$ with possibility $1 - m_{i,j}$. That means the sum of $m_{i,j}$ and $m_{j,i}$ should be close to 1. In consideration of this, $L_{an}$ is defined as:

$$L_{an} = \sum_{\tau \in T} \|M + M^T - 1_{n \times n}\|_F,$$  \hspace{1cm} (4)

where $1_{n \times n}$ is a $n \times n$ matrix filled with 1 and $\|\cdot\|_F$ is Frobenius norm.

Finally, our goal is to minimize a linear combination of the above four loss functions.

$$\min_{f_en,f_re,f_1^{(2)},f_2^{(2)}} L_{ba} + \alpha L_{re} + \beta L_{me} + \gamma L_{an}. \hspace{1cm} (5)$$

4. EXPERIMENTS

4.1. Dataset

The evaluation dataset used in the experiments is miniImageNet, a subset of ILSVRC-12 dataset. It consists of 60,000 images sampled from 100 categories in ImageNet, and each category has 600 images. In this paper we adopt the split provided by [18]. It contains 64 categories for training, 16 for validation and 20 for testing. All the images are resized to $84 \times 84$ and augmented by random reflecting, random cropping and color jittering.

4.2. Network architecture

The whole MRN consists of three modules: encoding module, relation module and meta-relation module. For encoding module, we adopt a 40-layer Wide Residual Network (WRN) [19] with widen factor 4. Considering that feature from the latter layer may be too class-specific and lack generalization ability, the feature output by the second block is chosen to be the feature vector. As introduced in Section 3.3, the output of the third block is used to calculate the batch classification loss. The architecture of relation module and meta-relation module are shown in Fig. 3. They consist of stacked fully connected layers and ReLU or sigmoid unit.

4.3. Training details

We adopt the episodic training strategy proposed in [8], where training data has exactly the same form as testing data. In our
Fig. 3. Architecture of relation and meta-relation module.

setting, each input batch contains 2 tasks. For $N$-way $K$-shot learning, the support set in each task is sampled from $N$ different classes with $K$ images in each class. For query set, the number of query images for each class is set to 5. SGD with nesterov [20] is selected as the optimizer. The learning rate of it is set to 0.1 initially and multiplied by 0.8 after every 8000 batches.

Our proposed MRN involves 3 hyper-parameters $\alpha$, $\beta$ and $\gamma$ in Eq. (5). They are set to $\alpha = \beta = \gamma = 0.5$ by tuning on validation set. We found that network’s performance is not very sensitive to them.

4.4. Experimental Results

Table 1 shows the classification accuracy of MRN and some comparative methods on miniImageNet dataset. According to the result, the proposed MRN achieves the best performance on 5-way 1-shot task. While on 5-way 5-shot task, MRN can also achieve a satisfactory performance, with only 0.3% loss comparing to the best method.

4.5. Ablation Study

The major novelty of this paper falls on the incorporation of meta-relation and batch classification loss. So in this section, some ablation studies are conducted to verify their effectiveness.

5. CONCLUSION

In this paper, a novel meta-relation network is proposed to solve the few-shot classification problem. Based on the assumption that the relation between two concerned images is complex and multi-dimensional, a deep neural network is learned to judge which one indicates a stronger connection between images when two relational features are given. Moreover, in order to mitigate the problem that deeper feature extraction network is hard to be trained, batch classification loss $L_{ba}$ is proposed to accelerate the training procedure. Experiments show that it not only makes the network end-to-end trainable, but also largely improves its performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>1-shot</th>
<th>5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching Net</td>
<td>43.56 ± 0.84%</td>
<td>55.31 ± 0.73%</td>
</tr>
<tr>
<td>Proto Net</td>
<td>49.42 ± 0.78%</td>
<td>68.20 ± 0.66%</td>
</tr>
<tr>
<td>Relation Net</td>
<td>50.44 ± 0.82%</td>
<td>65.32 ± 0.70%</td>
</tr>
<tr>
<td>k-shot [9]</td>
<td>56.3 ± 0.4%</td>
<td>73.9 ± 0.3%</td>
</tr>
<tr>
<td>adaResNet [9]</td>
<td>56.88 ± 0.62%</td>
<td>71.94 ± 0.57%</td>
</tr>
<tr>
<td>SNAIL [10]</td>
<td>55.71 ± 0.99%</td>
<td>68.88 ± 0.92%</td>
</tr>
<tr>
<td>PFA [21]</td>
<td>59.60 ± 0.41%</td>
<td>73.74 ± 0.19%</td>
</tr>
<tr>
<td>MRN (ours)</td>
<td>61.14 ± 0.57%</td>
<td>73.68 ± 0.45%</td>
</tr>
</tbody>
</table>

Table 1. Few-shot classification results on miniImageNet dataset. Each accuracy result is reported with 95% confidence interval. Best result in each task is highlighted. The first three methods use shallower network as feature encoder, while the others adopt deeper architecture like ResNet and WRN.

<table>
<thead>
<tr>
<th>5-way Acc.</th>
<th>$L_{rme}$</th>
<th>$L_{ba}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{rme}$</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>$L_{ba}$</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Table 2. Classification accuracy comparison on miniImageNet dataset under whether meta-relation loss $L_{rme}$ and batch classification loss $L_{ba}$ are used or not. Accuracy is reported with 95% confidence interval.

Based on whether these two losses are used to train the network, four comparative results are reported in Table 2. As shown in the table, both meta-relation loss and batch classification loss can improve the network’s performance. Especially for batch classification loss, it helps to improve the 5-way 1-shot accuracy by more than 5%.
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