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Abstract

A new non-rigid registration method is proposed for the bladder magnetic
resonance (MR) images. The key point is normalized mapping, which trans-
forms any image into an intermediate space. Under the uniform space, those
anatomical feature points of different images are corresponded by rotating
and scaling. In addition, the non-rigid registration is utilized under the appli-
cation of groupwise registration. By registering a set of images, an unbiased
template can be obtained. Based on this template, the analysis towards the
group of images can be easily conducted. Experimental results demonstrate
that the proposed method can register accurately the target image to the
reference image.

Keywords: Non-rigid registration, MR image, normalized mapping,
groupwise registration, manifold learning

1. Introduction

The bladder cancer, widely spread in the world, is the most common ma-
lignancy of urinary system and the fourth high-risk cancer in men especially.
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Taking the United States for example, there are approximately 60,240 new
cases of bladder cancer per year and 12,710 deaths of them [1] are caused.
In order to get a better understanding of bladder cancer, it is necessary to
study the bladder structure in more details and get the statistic data on
the area of bladder morbidity. Consequently, the analysis of bladder images,
such as MRI, CT, DSA, PET, and so on, has attracted significant attention
in the diagnosis and treatment. Among the techniques employed, one of
the most important pre-treated processes is image registration. For exam-
ple, when calculating the cumulative dose delivered in fractionated radiation
therapy, there should be a consistent mapping of anatomical structure points
between one fraction and another. But there are always changes of locations
and shapes. In this case, an accurate registration result is the insurance of
an effective radiation therapy [2], [3].

Registration is a basic task in image analysis. It means that two or
more images are aligned by finding a transformation that minimizes certain
distance between the transformed target images and the reference images.
Taking a pair of images for example, image registration means to estimate a
mapping between the two images. One image is assumed to remain station-
ary, which is regarded as the reference image, while the other target image is
spatially transformed to match it [4], [5], [6], [7], [8]. In order to transform
the target image to match the reference one, it is necessary to determine a
mapping from each position in the reference image to a corresponding po-
sition in the target image. It is one of the key steps not only in bladder
registration, but also in the registration of other organs. Besides, with the
development of medical image technology, the data sets are becoming too
large to analyze in practice, for which the pairwise registration between two
images appears to be inadequate. Consequently, more effective registering
methods are being developed for large sets of images, which is regarded as
groupwise registration. In this paper, a non-rigid registration is proposed and
it is utilized under the framework of pairwise and groupwise registration.

1.1. Related Work

There are vast literatures on medical image registration during the past
decades [9]. Firstly, according to the mechanism and the used methodology,
existing methods can be generally categorized into rigid registration and non-
rigid registration.

Rigid registration has been developed for faster and more robust regis-
tration over the past years. The key point for rigid registration is to find
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the rotations and translations that optimize some cost functions [10], [11],
[12]. There are two kinds of rigid registrations. One of them is between the
same modality, such as the images of MR and CT. The other one is between
different modalities, such as the images between the above types. The rigid
registration between the same modality generally match themselves by min-
imizing the mean square error (MSE) or mutual information (MI) [13]. As
for different modalities, the aligning is more complex.

Though there has been a large number of accurate and robust methods
for rigid registration, in many cases it cannot satisfy the need for clinical
experiments. The rigid registration is under the assumption that the inter-
esting anatomical structures do not distort [14]. The assumption not only
simplifies the registration process, but also leads to a limited applicability.
With the rapid development of registration techniques, the non-liner defor-
mation can be tackled. Then a number of non-rigid registration methods,
such as polynomial based model, spline based model, elastic model, viscous
fluid model, optical flow model, and so on, have been proposed to solve this
problem.

Non-rigid image registration techniques normally either assume an initial
rigid body or affine transformation, or are run after a rigid-body or affine
algorithm has provided a starting estimate [14]. The thin-plate splines by
Bookstein [15], which comes from the availability of the point landmarks,
is among the earliest transformations. Meyer et al. [16] use the interpolat-
ing thin-plate splines to accomplish the non-rigid deformation of the points
marked in the moving image. Instead of relying on thin-plate splines, Rueck-
ert et al. [17] apply the B-spline to model those deformations. After that,
a lot of non-linear registration methods are developed. Lately, Passera et
al. [18] make comparison of parametric maps generated from tracer kinetic
modeling between Dynamic Contrast Enhanced Computed X-ray Tomogra-
phy (DCE-CT) and Dynamic Contrast-enhanced Magnetic Resonance Imag-
ing (DCE-MRI) dataset of the bladder images. So et al. [19] propose a
non-rigid method, which is based on the technique of graph cut in registra-
tion. Nevertheless, it is time consuming to deal with the large number nodes
for graph cut, although the adoption of multi-level graph cuts can achieve
a speed improvement in comparison to a single level graph cut. In order to
reduce the computation burden, Weibel et al. [20] develop a sparse graph cut
based endoscopic bladder image registration method by reducing the number
of nodes in the constructed graph while minimizing the loss of information.
Besides these techniques mentioned above, other approaches are proposed,
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which are based on surface mapping method. Xiong et al. [21] propose a
method based on finite element analysis. They guide the registration process
by three landmarks and establish the correspondence between the meshes of
bladder surface.

Secondly, the other popular category is based on the scale of the involved
images. According to this, existing methods can be classified into pairwise
registration and groupwise registration.

Pairwise registration is the mostly developed registration methods. It
registers a target image to a reference image for normalization. All of the
methods mentioned above are suitable for pairwise registration. Specifically,
for the pair of images, one of them is the reference image (sometimes it is
called template), and the other is the target image. The task is to seek a
transformation that corresponds each pixel in the target image to one specific
pixel in the reference image.

On the other hand, with the development of imaging and storage tech-
nologies, more imaging data need to be analyzed, which demands more effec-
tive methods to register large number of images [22]. To this end, groupwise
registration is proposed to register a set (more than double) of images si-
multaneously. By registering all of the images simultaneously, the groupwise
registration is able to achieve registration consistently and accurately [23],
[24], [25], [26]. Based on the work of Wang et al. [22], vast modified methods
have been proposed to align all subjects simultaneously. Joshi et al. [27]
propose to register all images to the constructed mean image. In the work of
Shattuck et al. [28], groupwise registration can be achieved by going around
all possible subject combinations of pairwise registrations, which leads to
heavy computation cost. Miller et al. [29] propose a transitionary space
to the related objectives by minimizing the sum of all images. Zollei et al.
[30] successfully apply Miller’s method to groupwise registration. They use
the stochastic gradient descent and affine transformation for an optimization
problem. Balci et al. [31] extend Miller’s method to non-rigid image registra-
tion. They represent the transformations of image by free-form deformations,
which is based on the method of B-spline. Although the reference image can
be selected in different ways according to the specific problems, the selection
of the reference image is mostly subjective, which bring in unavoidable bias
to the following process of image analysis [27].
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1.2. The proposed method

Existing works for registering organs such as brain, heart, and bone
abound in a large amount of literatures [9]. But approaches for bladder
registration are not so abundant. Direct employment of rigid registration
techniques is not suitable because the bladder is not a rigid object and its
shape changes much more than other organs with an irregular pattern. Pre-
vious non-rigid registration techniques [20], [18] which are often complex,
can not necessarily tackle this problem well either since the shape variance
is too large. Based on these considerations, a non-rigid registration method
is proposed in this paper by utilizing the specific characteristics of blad-
der. This new method is competent for the pairwise registration of bladder
images. Different from existing works that directly manipulating the two
images, the presented one registers them through an intermediate space that
is normalized to a round shape. This makes the process simple and effective.
An application of groupwise registration is also utilized to obtain an unbi-
ased template for the group of images. To do this, a hierarchical strategy,
which is based on manifold learning and clustering, is employed to obtain
the unbiased template explicitly.

The rest of this paper is organized as follows. Section 2 introduces the
proposed method in details, which mainly presents the process about the
transformation. Section 3 applies the proposed method to a framework of
groupwise registration. Section 4 presents experimental results. In Section
5, discussion and future perspective of this registration study is given.

2. Non-rigid image registration

According to the research in Health Communities [1], the bladder cancer
may be confined to the bladder lining or can extend beyond the lining to
surrounding tissues, but the main influence comes from the lining of blad-
der itself. It suggests that a better study of bladder cancer might be based
on the separation of bladder from other tissues in the bladder image. The
process of separating bladder from other tissues is regarded as segmentation.
After the bladder is separated, registration can be done effectively. Nor-
mally, registration means to determine a transformation, which corresponds
the position of features in one image or coordinate space to the position of
the corresponding features in another image or coordinate space [22]. The
registration will succeed only if all of the particular positions accurately cor-
respond to the reference one. There are many ways to achieve this objective.
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In this paper, a normalized mapping is utilized to perform this task, which
also provides an uniform framework for other organs with a similar struc-
ture to bladder. Compared with other methods, though the proposed one is
simple and straightforward, it is effective and robust.

A brief introduction to the process of non-rigid registration is as follows.
Firstly, recall that the examined bladders should be segmented from the
original image, one commonly used segmentation method is utilized to get
separated bladders. Secondly, the definition of a normalized mapping is pre-
sented and the separated bladders are transformed into an uniform shape
respectively. Essentially, the uniform shape represents a coordinate system,
a different coordinate space from the original one. In this work, a standard
circle is utilized to represent the normalized shape. Thirdly, non-rigid regis-
tration is carried out under the uniform shape. The details will be discussed
below.

2.1. Segmentation

With the restriction of medical condition and the particularity of bladder
position, existing medical images for bladder study contain both the bladder
itself and other tissues. In order to achieve a good performance of registra-
tion, the first work of the study is to separate the bladder from other tissues.
To this end, a variety of segmentation methods can be employed. In this
work, one most widely used method, Active Shape Models (ASM) [32], is
adopted as an example to segment bladder in the proposed framework.

ASM, developed by Cootes et al. [32], is a statistical model for segmenta-
tion. The target object is expressed by a set of points, which is constrained by
Point Distribution Model (PDM) [33]. By incorporating the shape prior in-
formation from a set of training images, ASM iteratively transform to match
an example of the object in a test image. However, though ASM is a popular
segmentation method, it can not achieve the precision segmentation. Ad-
ditional manual adjustment is also necessary to ensure an accurate result.
After this process, those irrelevant and uninteresting organizations are got
rid of from the reference and target images by the same PDM model. An
example of the target image and the associated segmented part is shown in
Fig.1. Those red points are the landmarks involved for segmentation.

2.2. Normalized mapping

Since bladders of cancer patients have different pathological changes and
shape deformations, it is necessary to transform those bladders into the same
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Figure 1: An example of the original image and the corresponding segmented bladder by
ASM. The landmarks are shown as red points in the image.

condition, especially in size. As previously described, registration is a trans-
formation essentially, which aims to make the particular positions in an image
(or coordinate space) in accordance with those in another image (or coordi-
nate space) [22]. In order to achieve this, a transformation from the original
bladder to a normalized space is employed. The normalized space may be
any shape, such as a square, rectangle, circle, and so on. In this work, the
standard circle is taken as an example. Each bladder is transformed into a
minimum circular shape constrained within its circumcircle, on which regis-
tration is then conducted. A typical example is illustrated in Fig.2.

Specifically, the boundary of the bladder is projected around the circle,
and the area inside the bladder is projected to the corresponding region
within the circular shape. The projection is actually a mapping that rays
each line segment (from the center of bladder to its boundary, e.g., NEi)
to a radius with a fixed centroid (e.g., OBi). The center N of the bladder
is automatically estimated as the center of gravity and manually modified
by expert if necessary. The length of the radius is the maximum distance
between the bladder pixel to the center. It is defined as

R = max
i

D(Ei, N), (1)

where Ei is the pixel in the bladder and D( , ) represents the distance between
two points. For the calculation of the transformation, a linear mapping is
assumed. Taking Xi and Yi for example, the following equation is obeyed

D(Xi, N)

D(Ei, N)
=

D(Yi, O)

D(Bi, O)
. (2)
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Figure 2: Illustration of normalized mapping. The boundary of the bladder is projected
to the boundary around the circle shape while the other points within the bladder are
projected to the inner part of the shape.

Another fact should be mentioned is that since the circular shape is larger
than the bladder area, there must be holes in the normalized shape as shown
in Fig.2. Therefore, an interpolation method is needed to make the intensity
of the shape filled. Several interpolation methods exist for this task, such
as linear interpolation, nearest interpolation, and Partial Volume Interpola-
tion. In the proposed method, the nearest interpolation is adopted and the
interpolation result is shown in Fig.3.

Figure 3: The interpolation process to fill the holes in the transformed circular shape.

2.3. Non-rigid registration

In the above subsection, the reference and target images are transformed
into a circular shape, respectively. Since different bladder images have differ-
ent sizes, the obtained circular planes are consequently different in size. This
can be found in Fig.4. In order to get the corresponding relationship between
the target image and the reference image, the two circular planes should be
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(a)

(b)

(c)

(d)

Figure 4: (a) and (b) are the reference image and the target image. (c) and (d) are their
corresponding mapping results.

further transformed to the same size. In the following, this nonrigid mapping
will be discussed in detail as illustrated in Fig.5.

Given a reference image and a target image, they are respectively trans-
formed into two circular planes as discussed above. Then the smaller one is
enlarged to the same size as the larger one. After this process, the two blad-
ders are identical in shape, but their corresponding pixels are not matched
correctly indeed. To get a precise match, further adjustment is still needed.

There are two kinds of points in the bladder. One kind of points are
around the boundary of the bladder, and the other kind of points are in-
side the bladder. For the points around the boundary, a registration on the
landmarks is first conducted because their positions are known in the ASM
segmentation. That means the landmarks in the final segmentation results
are ordered and each one represents a corresponding point in the PDMmodel.
Take A1B1 and A2B2 for example, which are labeled as the landmarks in the
original images. A1 corresponds to A2 as the identical physiological position
and B1 to B2. But after the normalized mapping, the output A′

1B
′
1 and A′

2B
′
2

are not necessarily in the same place. To establish their correspondence, the
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two circular shapes are firstly registered to the same size. Then the position
of A′

2B
′
2 are adjusted to A′′

2B
′′
2 according to A′

1B
′
1 in the circle. By this means,

the two pairs of points are corresponded accurately. The points between the

landmarks, i.e., arc Â1B1 and Â2B2, are matched linearly according to Â′′
1B

′′
1

and Â′′
2B

′′
2 . For the points such as M and P within the sector, their corre-

spondence is similarly established through an affine transformation. With
these obtained correspondence relationships, each pixel in the target image
is mapped to one specific pixel in the reference image. The target image is
therefore registered to the reference image.

In short, each pixel in the original image is tractable in the transforma-
tion. This means for pixels in the target image, its corresponding positions in
the reference image can be identified according to the step-by-step transfor-
mation. Employing→ and← to show the transformation and⇔ to indicate
the correspondence relationship, the whole procedure is thus summarized as
follows

A1 −→ A′
1 ⇐⇒ A′′

2 ←− A′
2 ←− A2, (3)

B1 −→ B′
1 ⇐⇒ B′′

2 ←− B′
2 ←− B2, (4)

M −→M ′ ⇐⇒ P ′′ ←− P ′ ←− P. (5)
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A 
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2
′′

2
′′′′

Reference image

Target image Registration result

Figure 5: A diagram of the pairwise registration process. Details can be found in the text.

With this explicit correspondence, the target image can be mapped to
the reference image. The final registration results are shown in Fig.5.
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3. Application in groupwise registration

In this section, the proposed non-rigid registration will be unitized in the
formwork of groupwise registration. In fact, the groupwise registration can
be performed by iteratively utilizing traditional pairwise registration [25],
[34]. Several methods have been developed to achieve groupwise registration
in this way. For example, Park et al. [26] propose to obtain the atlas with
the closest image to the real template by performing all pairwise registra-
tions. Nonetheless, this type of methods may be very time-consuming when
the dataset is large. Consequently, more effective and faster groupwise regis-
tration methods need to be developed. To this end, Joshi et al. [27] develop
to construct the group mean image first and then registering all images to
it, which can improve the computational efficiency. Also, Wu et al. [35] pro-
pose a hierarchical groupwise registration framework, which breaks down a
large-scale groupwise registration problem into a set of small-scale ones. To
do this, it first clusters all input images into several classes according to their
similarity and then generates the center of each class. Accordingly, the final
template can be obtained by applying the atlas synthesis to the above cen-
ters. However, it has been shown that in high-dimensional space, Euclidean
distance may not appropriately reflect the intrinsic similarity between dif-
ferent images [36], [37]. There have been works addressing the problem in
segmentation by manifold learning [36] instead of Euclidean space. But to
the best of the author’s knowledge, the usage in groupwise registration has
not been seen.

Given a group of bladder MR images, the application is also under the
framework of hierarchical groupwise registration [35]. It consists of two main
steps: image clustering with manifold learning technique, and non-rigid reg-
istration on all the images. Through the groupwise registration, a template
image is selected unbiasedly and other images can be registered to it. A
diagram is presented in Fig.6 to illustrate the process.

In Fig.6, the first floor is a group of MR images to be registered. These
images are in the same size, and each image is segmented by the method
discussed in Section 2.1. The obtained bladders are represented by a high-
dimensional vector. Since the high-dimensional data is a challenge of the
computational and storage ability, and on the other hand, expression in Eu-
clidean space is considered inappropriate compared in manifold space [36], a
preprocessing step of dimensionality reduction is therefore needed. Suppose
there are l bladder images and each is denoted by a high-dimensional vector
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Figure 6: A flowchart of the hierarchical registration.

{Xi}i=1,2,···,l. Each {Xi} is a concatenated coordinate values of bladder land-
marks. In order to reduce the m-dimensional vector Xi to n-dimensional Yi

(m > n), a projection matrix is learned by manifold learning. There are sev-
eral algorithms available for this task (e.g., LLE, LPP, Isomap [38]). In this
application, Locality Preserving Projections (LPP) [39] is utilized because of
it superior performance. The projection model can be expressed as

Yi = PXi, (6)

where P stands for the transformation matrix.
After that, K-means clustering is applied to these low dimensional vectors,

and the images are classified into g groups {Gk}k=1,2,···,g. The second floor
in Fig.6 is the process of clustering. A mean representative is then selected
for each group. The representative Rk for group k is defined as the image
having the minimum Mean Squared Error (MSE) with other ones:

Rk = argmin
Xki

MSE(Xki, Xkj), (7)

where Xki and Xkj are the images in group k.
At the bottom of the diagram, the final template Rtemp is obtained by

averaging the group representatives in a higher level with different weights:
Rtemp =

∑
k wkRk, where wk is the weight for group k and it is proportional
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to the number of images within the group. In the end, an unbiased template
is obtained and all the images can be registered to the template.

4. Experiments

In this section, two experiments are conducted to evaluate the perfor-
mance of the proposed non-rigid registration method. The first one is pair-
wise registration on 27 MR images and the second one is groupwise registra-
tion on 65 MR images. All the images are 515×512 and have bladder tumors
with them.

(b)(a) (c)

(d)
(g)(e) (f)

Figure 7: Pairwise registration results. (a) Reference image. (b) Target image. Registra-
tion results by the proposed method (c), similarity transform based registration (d), the
B-spline based registration (e), deformable registration based on Demons (f) and level set
motion (g).

4.1. Pairwise registration

In this subsection, the proposed normalized mapping based method is
compared with several popular methods representing the state-of-the-art
both qualitatively and quantitatively [40]. They are the similarity transform
based registration, the B-spline based registration [40], deformable registra-
tion based on Demons [41] and level set motion [42]. The pairwise registration
is conducted by choosing one image as reference one and the other 26 as tar-
get ones. One typical outcome for these methods is displayed in Fig. 7.
From the figure, it is clear that the reference image (a) and target image (b)
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are different. After pairwise registration, the results of comparative methods
are not satisfying because the transformed images are still different from the
reference one. But the proposed method performs well because the mapping
result is almost the same with the reference one.
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Figure 8: The MSE results for the original image pair before registration, and the im-
age pair after registration by the proposed method and the competitive methods. The
horizontal axis represents the 26 image cases registered to the reference image.

In order to quantitatively compare the proposed method with other meth-
ods, two evaluation criterions, namely Mean Squared Error (MSE) [13] and
Dice Similarity Coefficient (DSC) [43], are employed. The MSE can reflect
the intensity similarity between a pair of images, which is defined as:

MSE =
1

N

N−1∑
i=0

(ri − ti)
2, (8)

where N stands for the total pixels in the image, ri is the pixel intensity of
the reference image, and ti represents the pixel intensity of the target image.
Fig.8 shows the statistical results of registration after normalizing the MSE
value to [0 1]. It can be seen that the original target images have great dis-
similarities compared with the reference ones and their corresponding MSE
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values are large. But after registration, their resemblances improve a lot and
the MSE values decrease greatly. Compared with other methods, the pro-
posed method achieves better performance. This superiority is much more
magnificent especially for images with larger shape variations, which corre-
spond to high original MSE values before registration in Fig.8. Therefore, it
is obvious that the proposed method is more effective for the registration of
large variation. Nevertheless, the performance for the 17th, 20th and 22th
cases appear not conforming to the conclusion. Their MSE values are a little
higher than those of other methods. But the differences are less than 0.05
and are hard to identify in the registered images (The shape variation with
the reference image after registration is reflected in the DSC measure in the
following).
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Figure 9: The DSC results for the original image pair before registration, and the im-
age pair after registration by the proposed method and the competitive methods. The
horizontal axis represents the 26 image cases registered to the reference image.

The other evaluation criterion is DSC, which is also a widely used sim-
ilarity measurement in image registration. It reflects the shape correlation
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degree between two images [43]. It is defined as:

DSC(R, T ) =
2|R

∩
T |

|R|+ |T |
, (9)

where R and T represent the reference image and target image, respectively.
| · | denotes the area of the bladder region. The DSC value varies between
0 and 1 and a higher value indicates a better alignment. In Fig. 9, we
plot the DSC before registration and after registration by different methods.
From the curves it is evident that the proposed method outperforms the
other competitive ones, especially when the original image pairs have great
shape differences. Besides, the proposed method performs more consistent
and robust across various images.

4.2. Groupwise registration

In the following, some experiments are conducted to demonstrate the
applicability of the proposed method in hierarchical registration framework.
The goal of this section is to estimate the unbiased template for the group
of images. A dataset containing 65 MR images of bladder cancer is utilized.
These images are pre-treated, in which the bladder parts are segmented by
ASM method. The obtained results are then utilized as the input images in
the proposed application. As has been mentioned in Section 2, the dimension
of the input image data is reduced first by the LPP algorithm and then the
data is clustered by classical K-means clustering. After that, representatives
is selected from each group and the final template is averaged by an unequal
weighting. The detailed process and the results are shown in Fig. 10.

By this means, all the images can be registered to the template and
the input images become similar with the comparable anatomical structure.
Analysis (such as getting statistics of the tumor location and size) based on
this results is easy and straightforward.

5. Conclusion

In this paper a novel method for non-rigid registration of bladder MR
images is proposed. Different form previous works, the proposed method
is based on a normalized mapping, which seeks an intermediate coordinate
space to fulfill the registration task. Experiments verify that the proposed
method can achieve better performance than other competitive methods.
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Groups

Representatives

Template

Figure 10: Groupwise registration results. The first level is the input images; the second
level is the clustering result; the third level is the representatives selected from each group;
and the last level is the final template, which will be used as the reference image by other
input images.

Moreover, the proposed non-rigid registration is applied in groupwise regis-
tration to obtain the unbiased template, which also illustrates the effective-
ness of the proposed method. Nevertheless, apart from the advantages of the
proposed method, there are still limitations associated with it. The proposed
non-rigid registration method is probably suitable for bladder-like images. It
will fail on images like brain structure. For one reason, this kind of structure
is hard to be mapped to a normalized shape. For another, the complexity of
the structure will lead to inaccurate segmentation and registration, which will
require more human intervention. This also makes it impractical.Techniques
to overcome these limitations will be developed in our future work.
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